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Abstract 

Although Diagnostic Classification Models (DCMs) were introduced to education system 

decades ago, it seems that these models were not employed for the original aims upon which 

they had been designed. Using DCMs has been mostly common in analyzing large-scale non-

diagnostic tests and these models have been rarely used in developing Cognitive Diagnostic 

Assessment (CDA) from scratch. Despite the prevalence of retrofitting CDA studies, true 

applications of CDA are believed to be rare since, firstly, a coherent framework to conduct 

such studies had not been available and, secondly, researchers were not able to analyze various 

DCMs according to the same model fit indices and criteria. This paper presents a summary of 

different types of DCMs and reviews true and retrofitting CDA studies. Having examined the 

limitations of previous CDA studies, the present study argues for the implication and 

application of Ravand and Baghaei’s (2019) framework to conduct true CDA studies. This 

framework is of importance since not only does it fit into prominent frameworks in education 

assessment such as Cognitive Design System and Assessment Triangle, but also it can provide 

test-developers with practical steps in conducting valid cognitive diagnostic tests.  
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1. Introduction 

Diagnostic Classification Models (DCMs), as Rupp and Tumplin (2008) believe, can estimate 

test-takers’ chances of answering an item correctly according to the attributes that each item 

measures. Employing a DCM requires some steps to be taken one of which is constructing a 

Q-matrix according to the opinions of the experts or test-takers. The Q-matrix specifies which 

attributes are (going to be) measured by each item (Tatsuoka, 1983). It should be mentioned 

that DCMs are psychometric models in which test tasks are decomposed into the processes 

needed to complete each task (Whitely, 1983). Since interpretations based on DCMs are 

discrete and criterion-referenced, provided that a valid Q-matrix is developed, DCMs can be 

used in diagnostic assessments (Tatsuoka, 1983).  

Ravand and Baghaei (2019) classified CDA studies into three main categories. First, in 

true CDA studies, researchers design tests with diagnostic purposes from the beginning and 

develop the items according to a constructed Q-matrix, and the results obtained can be used to 
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provide valuable information about test-takers’ strengths and weaknesses. In the second 

category, retrofitting studies, existing non-diagnostic high stakes tests are used to extract 

information about the test and test-takers, and no items are actually constructed. In the last 

group of studies, researchers analyze the technical aspects such as model selection and fit to 

build infra structure for the application of different DCMs (Ravand & Baghaei, 2019).  

Retrofitting CDA studies have been popular among researchers and most of them 

analyzed various non-diagnostic high-stakes tests using DCMs (e.g. Chen & Chen, 2016; Jang, 

2005; Javidanmehr & Anani Sarab, 2019; Kim, 2015; Lee & Sawaki, 2009b; Li & Suen, 2013; 

Mirzaei, Vincheh, & Hashemian, 2020; Yi, 2012). Although retrofitting studies may shed light 

on the technical issues of selecting DCMs, Gorin (2009) and Tatsuoka (2009) argue that 

applying DCMs to tests which were originally unidimensional would lead to serious 

consequences. The original theories based on which such tests were constructed were IRT and 

Classical True Score (CTS), and these theories are applicable when an item measures one 

attribute only. However, in analyzing large-scale tests and constructing Q-matrix, it is possible 

that several attributes may be assigned to an item which was unidimensional according to its 

underlying theory. The ramification of the dimensionality conundrum creating by retrofitting 

is reflected in (1) highly correlated dimensions when DCMs are retrofitted to assessments 

designed through IRT and CTS (Ravand & Baghaei, 2019), (2) low scale reliability for the 

individual dimensions since there may not be sufficient number of items measuring each 

attribute (Kunina-Habenicht, Rupp, & Wilhelm, 2017), and (3) poor model fit results. With the 

above points in mind, caution should be exercised to practice retrofitting only when it is not 

possible to design a test from the scratch within a diagnostic framework. It should be mentioned 

that even the few true CDA studies (e.g., Liu et al., 2013; Ranjbaran & Alavi, 2017) have 

chosen the DCMs arbitrarily regardless of the degree of match between the assumptions of the 

models and how the attributes underlying the test are assumed to interact. Choice of the DCMs 

has mostly been driven by software availability and familiarity in these studies. Arbitrary 

choice of DCMs might result in misleading information regarding the classification of the test 

takers, which is the prime objective of CDA studies. 

No matter what type of CDA study is going to be conducted, steps taken must be based 

on a framework and each selection must be justified by a plausible reason. Ravand and Baghaei 

(2019) suggested a set of steps to apply DCMs in true or retrofitting studies. This paper presents 

a summary of major DCMs and then reviews different types of CDA studies which were 

conducted and mentions their major limitations. Then, the researchers describe how Ravand 

and Baghaei’s (2019) framework is in line with two of the most significant assessment 

frameworks, how it can be applied in true CDA studies, and what challenges researchers may 

face in implementing such a framework. Strategies which can be used in meeting these 

challenges are also suggested in different parts.  

 

2. Major Diagnostic Classification Models 

A major categorization of DCMs classifies them as being compensatory (disjunctive) versus 

non-compensatory (conjunctive) (Roussos, Templin, & Henson, 2007). In compensatory 

models, high competence in an attribute of a skill can compensate for the lack of competence 

in another attribute in completing a task; however, mastery over more attributes cannot increase 
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the chance of completing the task successfully. Deterministic Input, Noisy “Or” Gate Model 

and Noisy Input, Deterministic “Or” Gate Model (DINO & NIDO; Templin & Henson, 2006), 

are two examples of compensatory/disjunctive models. In a non-compensatory model, on the 

other hand, non-mastery of one attribute cannot be compensated by mastery over other 

attributes. As Li et al. (2015) claimed, non-compensatory/conjunctive models, e.g. 

Deterministic Input, Noisy “And” Gate Model (DINA; Junker & Sijtsma, 2001) and Noisy 

Inputs, Deterministic “And” Gate (NIDA; DiBello, Stout, & Roussos, 1995) have been more 

common in conducting cognitive diagnostic analysis. The popularity of non-compensatory 

models might be due to the fact that the first applications of DCMs were mostly in mathematics 

where all predetermined stages should be gone through in order to answer a math question and 

competence in one attribute cannot compensate for non-competence in another (Roussos et al., 

2007).  

In a more recent categorization, additive models allow for more flexibility in the 

relationship between attributes such that the subset of required attributes mastered by a test-

taker affects the probability of answering an item correctly (Ravand & Baghaei, 2019; Chiu, 

Koehn & Wu, 2016). Reduced Reparameterized Unified Model (RRUM; Chiu, Koehn & Wu, 

2016), Additive CDM (ACDM; de la Torre, 2011), Compensatory Reparameterized Unified 

Model (C-RUM; DiBello et al., 1995; Hartz, 2002), Non-Compensatory Reparameterized 

Unified Model (NC-RUM; Hartz, 2002), and Linear Logistic Model (LLM; Maris, 1999) are 

some examples of additive models.  

de la Torre’s (2008) application of Hierarchical DINA (HO-DINA) Model and Templin 

and Bradshaw’s (2013) use of Hierarchical Diagnostic Classification Model (HDCM) created 

a new extension of specific and general models; i.e. hierarchical models, in which structural 

relationships among attributes of a skill are considered. In other words, hierarchical models are 

able to capture the impact of sequential order of teaching materials which is needed in testing 

those materials taught in a specific order in some instructional syllabi. 

In another categorization, DCMs are classified as being saturated or constrained (Li, Hunter, & 

Lei, 2015) or as Ravand (2016) mentioned, they are general or specific. In a saturated or general 

model, different kinds of relationships among compensatory, non-compensatory, or additive 

attributes can be investigated. The General Diagnostic Model (GDM; von Davier, 2005), Log-

Linear Cognitive Diagnostic Model (LCDM; Henson, Templin, & Willse, 2009), and 

Generalized Deterministic-Input, Noisy “And” Gate Model (GDINA; de la Torre, 2011) are 

three examples of saturated models. Although it is reasonable to employ a saturated model 

because of its flexibility, constrained or specific models are less complex and can be used with 

a smaller sample size compared to saturated models. It should be mentioned that as Rojas, de 

la Torre, and Olea (2012) argued, using simpler models such as constrained models can provide 

more meaningful results. 

 

3. CDA Studies and their Limitations 

Among various retrofitting studies, the following were significant since they applied different 

DCMs in large-scale tests. Lee and Sawaki (2009b) investigated different DCMs using the 

performance of test-takers in listening and reading sections of iBT TOEFL and compared the 

classifications of the NC-RUM (Fusion Model), Latent Class Analysis Model (LCA; 
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Yamamoto, 1990), and the GDM. They found similar categorization of these model and argued 

that the NC-RUM, the LCA Model, and the GDM could accurately classify test-takers 

according to their mastery or non-mastery of different attributes. Yet, firstly, Lee and Sawaki 

(2009b) did not report values of model fit indices in their analysis, secondly, their main 

comparison was according to the univariate and bivariate distributions of individual attributes, 

and thirdly, they did not compare models of different types (compensatory and non-

compensatory) and retrofitted the existing data from a largescale non-diagnostic test instead of 

conducting a true CDA study.  

Yi (2012) used the data of Lee and Sawaki (2009b) in a retrofitting study and compared 

model fit indices and univariate and bivariate distributions of individual attributes in a general 

model (LCDM), an additive model (C-RUM), a non-compensatory model (DINA), and two 

compensatory models (DINO and NIDO), and found that the C-RUM classified test-takers like 

the LCDM. However, Yi (2012) did not compare models in terms of consistency and accuracy 

in classifications. 

Li et al. (2015) used the data of the reading section of the Michigan English Language 

Assessment Battery and compared the fit indices of the DINA, DINO, ACDM, NC-RUM, and 

G-DINA. Like Yi (2012), they found that the additive model under study, i.e. the ACDM, fit 

the data like the general model, i.e. the GDINA, and could classify models more accurately 

than others. Just like previous studies, Li et al. (2015) did not report values of classification 

consistency and accuracy and did not conduct a true CDA study.  

In a comprehensive study, Ravand and Robitzsch (2018) analyzed the performance of 

a general model (GDINA), three additive models (ACDM, C-RUM, NC-RUM), a 

compensatory model (DINO), and a non-compensatory model (DINA) by employing the data 

of a high-stakes reading comprehension test and found that the GDINA had the best values in 

terms of model fit indices and classification consistency and accuracy, and additive models (C-

RUM, NC-RUM, and ACDM) showed close resemblance to the general model. They also 

compared models at item level and concluded that some models might fit the data at this level 

because the relationship between reading attributes would be a combination of compensatory 

and non-compensatory ones. Ravand and Robitzsch’s (2018) study can be of importance due 

to the variety of comparison criteria employed not only at test level but also at item level. 

However, just like previous studies, these researchers did not compare models in a true CDA 

study and retrofitted existing data. 

Among researchers who tried to conduct a true CDA study, Ranjbaran and Alavi (2017) 

developed a reading comprehension test based on CDA but only used one pre-determined 

CDM, i.e. RUM, for their analysis. As Ravand and Baghaei (2019) explained, researchers 

mostly choose the CDM according to the availability of the necessary software programs and 

their knowledge to use various software applications. However, relationships among reading 

attributes within a reading comprehension test are more complex than the underlying 

assumptions of a single DCM, and various DCMs should be compared according to their 

statistics and parameters to choose the most appropriate model. Moreover, Ranjbaran and Alavi 

(2017) refined the Q-matrix according to the results obtained in Think-aloud Protocol. Yet, in 

a true CDA study, the Q-matrix is a fixed factor and the items must be revised according to the 

Q-matrix. 
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In another study in which the authors claimed to have developed a test based on CDA, 

Liu et al. (2013) constructed a computerized adaptive English achievement test with cognitive 

diagnostic approach. The researchers tried a post-hoc approach in which a Q-matrix was 

developed after choosing the items. They analyzed the items by employing only one DCM, i.e. 

the DINA model. It should be mentioned that the main purpose of Liu et al. (2013) was to use 

the CDA to provide more comprehensive feedback for the students, their teachers, and their 

parents. But their approach in employing CDA was not a true one. Using the DINA model may 

be useful in providing informative reports of students’ strengths and weaknesses in each 

attribute, but this model may not fit the data of such a study since it was only designed to 

analyze non-compensatory relationship among different attributes. 

 

4. A Framework to Conduct True CDA Studies 

Ravand and Baghaei (2019) developed two separate frameworks to conduct true and 

retrofitting studies which can be applied to tests assessing different constructs. Nevertheless, 

construct related to productive skills, i.e. writing and speaking, may require Q-matrix 

construction procedures which are different from those of mathematics and reading 

comprehension. Figure 1 represents the steps needed to conduct a true CDA study according 

to Ravand and Baghaei’s (2019) framework. The steps suggested by Ravand and Baghei (2019) 

are in line with the properties of Cognitive Design System (Embretson, 1994) and the principles 

of the Assessment Triangle (National Research Council, 2001).  

 The main properties of the conceptual and procedural frameworks of the Cognitive 

Design System (Embretson, 1994) are followed by Ravand and Baghaei (2019) steps to 

conduct a true CDA study. As for the first characteristic, Embretson (1994) prioritized explicit 

procedures in preparing the test content. The practical steps suggested by Ravand and Baghaei 

(2019) including consulting expert judgement and employing Think-aloud protocol are some 

methods which can be used in preparing the test content. Employing Think-aloud Protocol is 

itself a means to create a link between the meaning of scores and underlying cognitive 

processes which is the second property of the Cognitive Design System (Embretson, 1994). 

Ravand and Baghaei (2019) named Think-aloud Protocol as a useful method in which 

examinees reflect on the underlying processes at the time of taking the test. The third property 

of the Cognitive Design System as listed by Embretson (1994) is the representation of cognitive 

complexity by the item parameters. Ravand and Baghaei (2019) observed this principle in the 

procedures they suggested in constructing the Q-matrix and mentioned that the complexity of 

an item could be controlled by the nature and number of its measured attributes. Embretson 

(1994) highlighted the underlying cognitive processes in doing a task in the last property of the 

Cognitive Design System again and emphasized the link between these processes which define 

the task difficulty and the skill or ability. This link is made by the several methods (e.g., expert 

judgment and a review of related theories) suggested by Ravand and Baghaei (2019) and the 

attributes, as the building blocks of a skill, which require more complex processes would result 

in more difficult items or tasks.  

 According to the National Research Council (2001), Assessment Triangle has three 

pillars which are cognition, observation, and interpretation. Cognition is the theory of the 

structure of the skill and how it is acquired, observation includes the techniques employed to 
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collect evidence about examinees’ proficiency in the skill, and interpretation is the statistical 

model used to draw inference from the observed performance. An ideal assessment is the one 

in which each of these components are related to each other; i.e., the cognitive theory is the 

basis of the observation method, and the statistical model examines whether the observed 

performance is related to the theory of the skill. The steps suggested by Ravand and Baghaei 

(2019) in their framework precisely aim at making the link between the theory, observation, 

and interpretation. Reviewing the related literature, consulting expert judgment, and using 

examinees’ comments through Think-aloud interviews indicate whether the items actually 

measure the attributes based on which they were constructed. Moreover, the method of 

selecting the CDM according to various fit indices and indicators emphasizes the importance 

of interpreting test scores and choosing the correct statistical model in Ravand and Baghaei’s 

(2019) framework. 

 

4.1.Preparing a List of Attributes  

The first step in Ravand and Baghaei’s (2019) framework is to review relevant theories of the 

construct under study and to use expert judgment and findings of previous true and retrofitting 

CDA studies to prepare a list of attributes. This step is taken in order to find a cognitive theory 

of test performance, and as Ravand and Baghaei (2019) mentioned, theories of this type are 

rare and researchers should employ an implicit theory of test performance by consulting related 

sources and literature. As another valuable source not mentioned by Ravand and Baghaei 

(2019) is the course books usually studied by the students to improve the subskills or attributes 

related to the construct under study. A survey can be conducted in order to find the most 

frequently-used course books and the addressed attributes therein can be included in the list.  

Figure 1. Framework Proposed to conduct a true CDA study (Ravand and Baghaei 2019) 
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4.2.Finding the Most Important Attributes  

The second step in Ravand and Baghaei’s (2019) framework is to ask at least five expert judges 

to rate the importance of the attributes included in the list. Numbers can be used in order to 

indicate the significance of various attributes (e.g. a scale of 1 to 5 in which 1 means the least 

important and 5 means the most important) and those attributes rated at least by two thirds of 

the judges must be considered for Q-matrix construction. Judges at this stage must have some 

important characteristics. First, they must be familiar with the CDA and its major objectives. 

Second, they must have sufficient knowledge of the target participants and what attributes they 

have to acquire in order to be successful in their future uses of the second or foreign language. 

  

4.3.Constructing the Q-Matrix 

As Gorin (2009) mentioned, the most challenging and important stage in a CDA study is 

constructing the Q-matrix since the validity and accuracy of claims made about test-takers’ 

mastery or non-mastery over attributes depend upon the accuracy of the Q-matrix. Three points 

must be considered in developing a Q-matrix: 1) Q-matrix specification, i.e. attributes 

measured in each item should be specified precisely; 2) Q-matrix design, i.e. arrangement of 

attributes in the Q-matrix; and 3) grain size of each attribute, i.e. level of specification in each 

attribute (Ravand & Baghaei, 2019).  

 Rupp and Templin (2008) found that lack of correct specification of attributes in the Q-

matrix would result in slipping or guessing parameters. Slipping parameter, or incorrect answer 

to an item by a participant who has mastered all its attributes, occurs if attributes are deleted 

from a Q-matrix incorrectly, and guessing parameter, or correct answer to an item by a 

participant who has not mastered all its attributes, would be seen if attributes are added to a Q-

matrix incorrectly. Therefore, adding or deleting attributes may result in misclassification and 

considering the goal of CDA studies which is classification of test-takers, researchers must 

carefully consider all variables which would have an effect on the accuracy of classifications. 

 Classification accuracy can also be affected by the design of the Q-matrix as well. For 

instance, De Carlo (2012) showed that in the DINA model each attribute should be measured 

in isolation at least once. Moreover, Madison and Bradshaw (2015) found that attributes 

assessed in isolation were measured more correctly than those in combination in the LCDM. 

They noted that if two attributes were always measured together, they should be combined and 

considered as a single attribute. But a very important factor to bear in mind is that when test-

takers answer some items, they usually employ more than a single attribute and may refer to 

multiple attributes to answer them correctly. Therefore, in assigning attributes to different 

items, researchers must proceed with caution so that not many uni-attribute or multi-attribute 

items are included.  

The number of attributes or their grain size is also important in developing a Q-matrix. 

As Ravand and Baghaei (2019) mentioned, the more specified attributes are, the more 

informative they will be for instructors. However, large number of attributes will make 

interpretations difficult (Xu & Zhang, 2016). Diagnostically, a skill should be specifically 

defined in terms of its attributes no matter how many attributes there are, but the number of 

latent classes will increase dramatically when more attributes are added to a DCM.  In other 

words, if there are n attributes, the number of latent classes will be 2n. The more latent classes 
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are, the more items and participants are required.  de la Torre and Minchen (2014) specified 

that the number of attributes should not exceed 10. Yet, as Ravand and Baghaei (2019) 

explained, 10 attributes result in 210=1024 latent classes, and with 1000 participants, there will 

be 1000/1024=0.98 participants in each class. To put it another way, with 1024 latent classes 

and 1000 test takers some latent classes would be either assigned to a small number of test 

takers or no one at all.  

As another important point, Ravand and Baghaei (2019) mentioned that the level of 

test-takers’ language proficiency is also important in coding items. For instance, if test-takers 

are at elementary stage of acquiring basic grammar and vocabulary, items should be coded for 

these attributes. Yet, when test-takers have already acquired basic vocabulary and syntax, using 

these two attributes in coding items would result in low discrimination, and test-takers cannot 

be classified as masters and non-masters correctly according to these attributes.  

 

4.4.Constructing the Test 

In order to construct the test, three issues, i.e., item types, subject of materials, and the difficulty 

level of materials and items must be observed. First, regarding the type of the items, for 

example, it should be decided whether they are going to be just multiple-choice items or gap-

filling ones. This selection partly depends on the feasibility of checking and coding each type 

of items. Multiple-choice items can be a good option in assessing receptive skills by 

considering the large number of participants needed in a CDA study and the feasibility of 

checking these items. Second, the subject of materials used in tests plays an important role. For 

instance, if test-takers are already familiar with “Fluid Mechanics”, choosing a passage with a 

content related to this area may harm the validity of such a test because a group of test-takers 

may answer the items correctly due to their familiarity with the subject and another group may 

not succeed in doing so because they lack that specific knowledge. It is suggested that 

researchers select authentic materials not specific to a field of study to avoid such problems. 

Third, the difficulty level of the material and the items is another important factor. As an 

example, if the passages of a reading test are too easy to understand or the questions in a 

speaking test are too simple, test-takers will not use various resources to answer them and the 

result will not be reliable for a CDA study in which test-takers’ strengths and weaknesses in 

different attributes are in focus. Some techniques such as comparing the readability of passages 

in the test with those in frequently-used course books and asking expert judgement can be 

employed to choose materials with appropriate difficulty level.  

 

4.5.Qualitative Validation of the Test and Revising the Items  

In order to check whether the items actually assess the attributes specified in the Q-matrix, 

researchers can use two qualitative methods. First, they can give the test and a list of attributes 

to a group of experts and ask them to choose the attributes each item measures. As another 

method, researchers can employ Think-aloud Protocol. The group of test-takers participating 

in Think-aloud protocol should be familiar with different subskills of the construct under study 

so they will be able to express their underlying thinking processes better than participants who 

are not familiar with the construct and its attributes or are not competent enough. As to the 

think-aloud Protocol, the retrospective method is preferred over concurrent one because in the 
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latter test-takers’ proficiency in the skill or their verbalization of the underlying processes may 

be hampered due to the fact that participants must focus on two tasks of answering questions 

and verbalizing their thoughts simultaneously; therefore, they may have problems in 

performing both tasks as perfectly as possible. In retrospective Think-aloud Protocol, on the 

other hand, there is a risk of forgetting the flow of thoughts, thus researchers should try to keep 

the time lapse between taking the test and participating in the interview session as minimum as 

possible. One solution to keep this lapse short is using several interviewers. For instance, if ten 

participants are going to take part in Think-aloud Protocol interview, they can be divided into 

two groups (five participants each) and each group can take the same test in two consecutive 

days and participate in a Retrospective Think-aloud interview afterwards (after a short break). 

Five interviewers who are informed about the procedure of Think-aloud Protocol can help the 

researcher. It is better to present the participants with their own exam papers and ask them to 

talk about their thinking process in their mother tongue since as Mackey and Gass (2015) 

claimed, asking students to verbalize their thoughts in a second or foreign language may hinder 

their natural flow of thoughts. 

 

4.6.Administrating the Test  

When choosing the participants, researchers must be careful in selecting those whose level of 

proficiency over the skill was in focus in test construction. Due to the large number of 

participants needed in CDA studies, if it is not possible to administer the test to all intended 

test-takers in a single session, researchers can do so in several sessions.  

 

4.7.Quantitative Validation of the Test 

Ravand and Baghaei (2019) proposed a quantitative approach after administrating the test 

through the procedure suggested by de la Torre and Chiu (2016) to ensure that the relationship 

between the attributes and the items does actually exist. de la Torre and Chiu (2016) introduced 

a discrimination matrix which can indicate misspecified items in the Q-matrix. Using this 

method, de la Torre and Chiu (2016) were also able to suggest a new pattern of attribute-item 

relationship in a Q-matrix. Although employing this quantitative method can result in a valid 

Q-matrix in retrofitting CDA studies, researchers may face a considerable challenge in using 

de la Torre and Chiu’s (2016) suggested procedure in true CDA studies. A large number of 

participants are needed to extract this discrimination factor, and researchers may need to do the 

validation procedure several times. For instance, de la Torre and Chiu (2016) used the data of 

536 participants. The obtained result would suggest a new Q-matrix but in a true CDA study 

the Q-matrix is fixed and the items must be revised to match the original Q-matrix. One solution 

is revising the items and checking them several times (with the help of many participants each 

time) until the suggested Q-matrix matches the original one. This method will definitely require 

a lot of time and energy.  

 

4.8.Model Selection 

In their framework, Ravand and Baghaei (2019) argued that two lines of action can be followed 

by researchers. In the first one, which is more popular, the researcher uses a single model for 

all the items whereas in the second one the researcher applies various models for different 
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individual items. These two lines of action can be followed by using an exploratory or 

confirmatory approach. The first approach is exploratory in which the researcher does not have 

obvious theoretical reasons to apply a single pre-determined model and opt to use several 

models either at the test or item level and then rely on statistics and choose the best model 

according to model fit indices. In the confirmatory approach, however, the researcher chooses 

a single model which matches the insights driven from the relevant theories. Therefore, 

according to Ravand and Baghaei’s (2019) framework, there are four possibilities in model 

selection procedure. Obviously, the first two concern test level applications and the next two 

are related to item-level applications.  

a) In the first line of action within the confirmatory approach, researchers choose a model 

based on some theoretical evidence, apply it to the whole test and then check the model fit 

indices. 

b) In the first line of action within the exploratory approach, researchers apply different types 

of models across the board and then compare the model fit indices. 

c) In the second line of action and confirmatory approach, different models are selected for 

different items, the multi-DCM model is run, and model fit indices are checked.  

d) In the second line of action and exploratory approach, researchers run the G-DINA model 

and individual items choose their own model. Model fit indices of different models are also 

checked. 

 

5. Conclusion 

The main purpose of the present overview was to explain the first framework to conduct a true 

CDA study, the challenges which researchers may face in employing it, and possible solutions 

to overcome them. The impact and importance of this framework cannot be denied since one 

of the main reasons behind the scarcity of true CDA studies was lack of a coherent set of 

procedures. Another reason might be the various indices produced by each software application 

to do the statistical analyses of different models and researchers’ inability to compare different 

indices and select the best model accordingly. Considering the fact that multiple models can be 

compared in R software by using the same model fit indices, researchers are now able to design 

true cognitive diagnostic tests. Although the framework suggested by Ravand and Baghaei 

(2019) explains each step to conduct a true CDA study in detail and R software has already 

helped researchers to run the required analyses, the framework is still in its infancy and may 

need some revisions when used in different settings. Last but not least, the major factor in a 

cognitive diagnostic assessment is the feedback which has not been addressed sufficiently in 

the literature. The main purpose of this kind of assessment is to find and then improve the weak 

points in language learners and this part of CDA can be investigated in future studies. 
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